On the characteristics of obliquely propagating electrostatic structures in non-Maxwellian plasmas in the presence of ion pressure anisotropy
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The dynamical characteristics of large amplitude ion-acoustic waves are investigated in a magnetized plasma comprising of ions presenting space asymmetry in the equation of state and non-Maxwellian electrons. The anisotropic ion pressure is defined using the double adiabatic Chew-Golberger-Low (CGL) theory. An excess in the superthermal component of the electron population is assumed, in agreement with long-tailed (energetic electron) distribution observations in space plasmas; this is modeled via a kappa-type distribution function. Large electrostatic excitations are assumed to propagate in a direction oblique to the external magnetic field. In the linear (small amplitude) regime, two electrostatic modes are shown to exist. The properties of arbitrary amplitude (nonlinear) obliquely propagating ion-acoustic solitary excitations are thus investigated via a pseudomechanical energy balance analogy, by adopting a Sagdeev potential approach. The combined effect of the ion pressure anisotropy and excess superthermal electrons is shown to alter the parameter region where solitary waves can exist. An excess in suprathermal particles is thus shown to be associated with solitary waves which are narrower, faster, and of larger amplitude. Ion pressure anisotropy, on the other hand, affects the amplitude of the solitary waves, which become weaker (in strength), wider (in spatial extension) and thus slower, in comparison to the cold ion case.

I. INTRODUCTION

The occurrence of excess energetic electrons is a common feature in laboratory and space plasma environments in the ionosphere, the auroral zone, the mesosphere, the lower thermosphere and elsewhere [1–4]. A non-Maxwellian electron distribution, featuring an excess in the superthermal component, is often found e.g. in Space observations, where a long tail in the energy region indicates deviation from the Maxwellian behavior. The so called kappa (κ) or generalized Lorenzian velocity distribution function is often employed to model such situations. The kappa (κ) distribution was first postulated by Vasyliunas in 1968 [1] to model solar wind data, and was later adopted by many researchers in various physical settings. A brief review of the different forms of kappa distribution applying to various physical scenarios can be found in Refs. 5-6. Application of kappa distributions include: fitting and interpretation of observations in the earth’s foreshock (for 3 < κ < 6) [7] and of coronal electrons in solar wind models (satisfying 2 < κ < 6) [8, 9]. In the laboratory, a superthermal electrons are also observed in laser matter interactions or in experimental studies of plasma turbulence [10]. Various theoretical investigations have by now established the theoretical background of non-Maxwellian distributions, which seem to arise as an ubiquitous characteristic of nature [6, 11]. This is clearly a growing area of study in plasma physics.

The three-dimensional isotropic kappa velocity distribution function reads [5]

\[
f_\kappa(v) = \frac{n_0}{(\pi \kappa \theta^2)^{3/2}} \frac{\Gamma(\kappa + 1)}{\Gamma(\kappa - 1/2)} \left(1 + \frac{v^2}{\kappa \theta^2}\right)^{-\kappa/2},
\]

where \( \kappa \) is the spectral index, measuring the slope of the energy spectrum of the superthermal electrons at the tail of the distribution function: lower values of \( \kappa \) represent higher concentrations of superthermal electrons in the tail of the distribution function (recall that \( \kappa > 3/2 \) should hold for a physically valid solution) [5]. In the latter formula, we have defined the Gamma function \( \Gamma(x) \) and the equilibrium particle (number) den-
laser beam can produce a strong anisotropy in the formed plasma interaction experiments, the incident high energy particles, while expansion is associated with a decrease in temperature anisotropy, i.e., $T_\parallel > T_\perp$. A comprehensive literature review on superthermal electrons can be found in Refs. 12-13 (also see various references cited therein).

Assuming a collisionless regime, the presence of a strong magnetic field makes the plasma anisotropic, i.e., dynamical behavior differs in the parallel and perpendicular direction(s), relative to the external magnetic field $B$. The Chew-Goldberger-Low (CGL) theory [15], also known as the double adiabatic theory, applies to such anisotropic plasma, provided that no coupling exists between the parallel and perpendicular degrees of freedom [16]. In such plasmas, one needs to separate the equations of state, i.e. to evaluate the ion pressure, viz. $p_{\parallel,i}$ and $p_{\perp,i}$, where $p_{\parallel,i}$ and $p_{\perp,i}$ denote the parallel and perpendicular, respectively, ionic pressure relative to the ambient magnetic field. In isotropic plasma, strong coupling between the parallel and perpendicular directions, due to wave-particle interaction [17, 18], leads to a simplified description, hence two separate equations of state are not necessary.

In space plasmas, there are physical regimes where magnetic compression and/or expansion processes generate plasma convection. Magnetic compression leads to an increase in the perpendicular temperature $T_\perp$ of the particles, while expansion is associated with a decrease in the parallel temperature $T_\parallel$ [17]. These changes result in temperature anisotropy, i.e., $T_\parallel/T_\perp \neq 1$. One may find examples of stream-stream (fast and slow streams of charged particles) interactions in the solar wind, sunward flow in the terrestrial and planetary magnetotails and magnetosheath flow around the terrestrial and planetary magnetosphere [17] within the above mentioned physical situations.

Temperature anisotropy is ubiquitous in space observations in a variety of environments, such as in the Solar corona, the solar wind, the ionosphere and the Earth’s magnetosphere, with typical plasma parameters in the order of e.g. $n \approx 10^7 - 10^{12} m^{-3}$, $T \approx 10^2 - 10^4 K$ and temperature anisotropy in the range of $0.05 \leq T_\parallel/T_\perp \leq 24$ [17, 19]. For instance, data for the outer Solar Corona [19] obtained from the SOHO (Solar and Heliospheric Observatory) showed that the velocity distribution function is practically isotropic at about 1.8 solar radii ($1 R_s = 6.9 \times 10^8 m$) and becomes anisotropic beyond that distance. Similarly, data for the solar wind [20, 21] obtained from different spacecraft, such as Helios I, Cluster II and Ulysses, have shown evidence of anisotropy in those regions, suggesting that the core population of the solar wind cannot be modelled via the usual Maxwellian particle distribution function. In laser-plasma interaction experiments, the incident high energy laser beam can produce a strong anisotropy in the formed plasma temperature. This is due to the fact that the formed plasma is predominantly heated in the direction of the laser wave electric field [22, 23]. Our work at hand is also motivated by a series of magnetosheath observations made by instruments onboard the AMPET/CCF and AMPET/IRM spacecraft missions, as described in Denton et al [17], and also independently by Scough et al [24, 25].

Ion pressure anisotropy in magnetized plasmas has been shown to bear significant effect on the propagation characteristics of ion-acoustic solitary structures [26]. The characteristics of linear modes occurring in anisotropic plasma have been studied by Gedalin [27] and Gebretsadkan and Kalra [28] using magnetohydrodynamics (MHD) in the framework of CGL theory. They related their results to astrophysical features such as cosmic rays and pulsar winds. Similarly, nonlinear solitary waves in magnetized plasma have been studied by Chatterjee et al [29] by adopting the Sagdeev pseudopotential approach. Considering Poisson’s equation, rather than the neutrality condition (plasma hypothesis), they have obtained a set of conditions for solitary wave existence, and have discussed the shape and speed of the solitary waves.

Choi et al [18, 30, 31] have extended earlier studies to cover obliquely propagating ion acoustic solitary waves, with respect to the ambient magnetic field. Recently, Adnan et al [26] applied the CGL theory to study linear waves and (small-amplitude) nonlinear ion-acoustic solitary structures in non-Maxwellian plasmas, by adopting the Zakharov-Kuznetsov equation paradigm. The stability of such solitonic structures was also addressed in that study, in the framework of the CGL theory. In this article, we present a comprehensive study of nonlinear wave characteristics, by taking into account the combined effect of electron superthermality and ion pressure anisotropy. The Sagdeev potential methodology will be adopted, while the plasma neutrality hypothesis (plasma approximation) will be assumed to hold, for analytical tractability and simplicity. This work can be viewed as an extension of earlier work [18, 26], beyond the standard isotropic plasma hypothesis.

The structure of this article goes as follows. In the next Section II, we present the basic model equations. In Section III, the characteristics of linear waves are briefly summarized. In Section IV, a nonlinear analytical framework for modeling large-amplitude electrostatic excitations is presented. In Sec. V, a set of existence conditions for electrostatic pulses (solitons) is established. In Sec. VI, a parametric investigation is carried out, to trace the influence of the wave characteristics on various intrinsic plasma parameters. Finally, our results are summarized in the concluding Section VII.

II. MODEL EQUATIONS

We consider the propagation of electrostatic waves in a magnetized plasma, consisting of hot ions character-
ized by pressure anisotropy with respect to the direction of the ambient magnetic field. Particle collisions are neglected throughout this study. For the ion pressure, we have adopted the adiabatic or Chew-Golberger-Low (CGL) description [15]. A superthermal electron population is assumed to exist, associated with a presumed long-tailed distribution here modelled as a kappa distribution. The ambient magnetic field is taken to be uniform, for simplicity, and assumed to be along the \( \hat{x} \)-axis i.e. \( \mathbf{B} = B_0 \hat{x} \).

The ion fluid equations in the presence of ion pressure anisotropy read:

\[
\partial_t n_i + \nabla \cdot (n_i \mathbf{v}_i) = 0
\]

and

\[
\partial_t \mathbf{v}_i + (\mathbf{v}_i \cdot \nabla) \mathbf{v}_i = \frac{Ze}{m_i} \mathbf{E} + \frac{Ze}{m_i c} (\mathbf{v}_i \times \mathbf{B}_0 \hat{x}) - \frac{1}{m_i n_i} \nabla \cdot \tilde{\mathbf{P}}_i.
\]

The presence of a strong external magnetic field \( B_0 \) makes the plasma anisotropic, hence its behavior is different in the parallel and perpendicular direction(s). The pressure tensor, \( \tilde{\mathbf{P}}_i \), splits into a parallel (\( p_{||i} \)) and a perpendicular (\( p_{\perp i} \)) component and takes the form [17, 26]:

\[
\tilde{\mathbf{P}}_i = p_{\perp i} \mathbf{I} + (p_{||i} - p_{\perp i}) \mathbf{b} \mathbf{b},
\]

where \( \mathbf{I} \) is the unit tensor and \( \mathbf{b} \) is the unit vector along the external magnetic field. The parallel and perpendicular ionic pressure functions are given, respectively, by [17, 26]:

\[
p_{||i} = \frac{n_i}{n_{i0}} \left( \frac{n_i}{n_{i0}} \right)^3 \quad \text{and} \quad p_{\perp i} = p_{\perp i0} \left( \frac{n_i}{n_{i0}} \right),
\]

where \( p_{\perp i0} = n_{i0} k_B T_{i\perp} \) and \( p_{\perp i0} = n_{i0} k_B T_{i\perp} \) obviously represent the equilibrium values of the parallel and perpendicular pressure, respectively. In the isotropic case, the two components coincide, viz. \( p_{\perp i} = p_{||i} \), hence the model reduces to \( \nabla \cdot \tilde{\mathbf{P}}_i = \nabla P_i \).

For the electron number density, we have adopted the kappa distribution function:

\[
n_e = n_{e0} \left[ 1 - \frac{e\phi}{k_B T_e (\kappa - 3/2)} \right]^{-\kappa+1/2}.
\]

It is important to mention here that the formulation of the kappa distribution in the presence of a potential energy may incorporate \( \phi - \langle \phi \rangle \) (rather than \( \phi \)), as described in Ref. 32. Importantly, in our case \( \langle \phi \rangle/k_B T_e \approx 1 \) (as, in fact, \( \langle \phi \rangle = 0 \)), hence Eq. (5) holds.

Where \( \kappa \) is the spectral index, measuring the slope of the energy spectrum of the electrons at the tail of the distribution function. It suffices to retain, qualitatively speaking, that the smaller the value of \( \kappa \) the stronger the superthermal (energetic) electron concentration in the superthermal region of the distribution function. One recovers the Maxwellian limit upon setting \( \kappa \to \infty \).

We assume that the spatial variation in the electrostatic potential is slow, and essentially occurs on a scale beyond the Debye sphere, i.e. \( k^2 \lambda^2_{DC} \ll 1 \), where \( \lambda_{DC} = (k_B T_e / 4\pi n_{e0} e^2)^{1/2} \) is the (electron) Debye radius. Accordingly, we have adopted the plasma approximation (charge neutrality hypothesis) in our model, by closing the algebraic system of fluid equations by setting \( n_i \approx n_e \) (at all times). Obviously, charge neutrality at equilibrium requires \( n_{i0} = n_{e0} \).

a. Fluid evolution equations. For simplicity, we have assumed that any excitation off equilibrium evolves and propagates in the \( xy \)-plane only, viz. \( \partial / \partial z = 0 \), with no loss of generality. The above system of equation thus takes the form:

\[
\partial_t n_i + \partial_x (n_i v_{ix}) + \partial_y (n_i v_{iy}) = 0,
\]

\[
\partial_t v_{ix} + (v_{ix} \partial_x + v_{iy} \partial_y) v_{ix} = -\frac{e}{m_i} \partial_x \phi - 3 p_{||i0} v_{ix} \partial_x n_i,
\]

\[
\partial_t v_{iy} + (v_{ix} \partial_x + v_{iy} \partial_y) v_{iy} = -\frac{e}{m_i} \partial_y \phi + \Omega_i v_{ix} - \frac{p_{\perp i0}}{m_i n_i} \partial_y n_i,
\]

\[
\partial_t n_i \approx n_e \left[ 1 - \frac{e\phi}{T_e (\kappa - 3/2)} \right]^{-\kappa+1/2}.
\]

Here, the quantities \( c, m_i, n_i, \phi \), and \( \phi \) represent the electron charge, ion mass, electron fluid density, ion fluid density and electrostatic potential respectively. The ion gyro-frequency is defined by \( \Omega_i = eB_0 / m_i c \) while \( v_{ix}, v_{iy} \), and \( v_{iz} \) denote the fluid velocity components. Note that the ion charge state has been set equal to unity, i.e. \( Z_i = 1 \), everywhere.

b. Scaling. We shall rely in the following on a normalized form of the above equations:

\[
\partial_t n_i + \partial_x (n_i v_{ix}) + \partial_y (n_i v_{iy}) = 0,
\]

\[
\partial_t v_{ix} + (v_{ix} \partial_x + v_{iy} \partial_y) v_{ix} = -\partial_x \Phi - P_{||i} \partial_x n_i,
\]

\[
\partial_t v_{iy} + (v_{ix} \partial_x + v_{iy} \partial_y) v_{iy} = -\partial_y \Phi + \Omega_i v_{ix} - P_{\perp i} \partial_y n_i,
\]

\[
\partial_t v_{ij} + (v_{ix} \partial_x + v_{iy} \partial_y) v_{ij} = -\Omega_i v_{ij},
\]

and

\[
n_i \approx n_e \left[ 1 - \frac{\Phi}{(\kappa - 3/2)} \right]^{-\kappa+1/2}.
\]

In the latter system of equations, the number density variables \( n_j \) (for species \( j = e, i \)) have been scaled
by the equilibrium ion density \(n_0\), the electrostatic potential \(\phi\) by \((T_e/e)\), while the ion fluid speed (vector components) have been normalized by the ion sound speed \(c_s = (T_e/m_i)^{1/2}\). The space and time variables are normalized by the electron Debye radius \(\lambda_{De} = (k_B T_e / 4 \pi n_0 e^2)^{1/2}\) and the inverse ion plasma frequency \(\omega_{pi}^{-1} = (m_i/4 \pi n_0 e^2)^{1/2}\), respectively. In the above relations, the dimensionless parameter \(\Omega\) denotes the ratio \(\Omega = \frac{\Omega_m}{\omega_p}\), where \(P_\parallel = \frac{3 \omega_p n_0 T_e}{\pi m_i c^2}\) and \(P_\perp = \frac{\omega_p n_0 T_e}{\pi m_i c^2}\) express the relative strength of the pressure, normalized by the thermal pressure in the respective directions.

### III. LINEAR DISPERSION RELATION

One may assume small-amplitude harmonic perturbations in the form \(\sim e^{i(k_x x + k_y y - \omega t)}\) i.e., by Fourier anal-

\[
\omega^2 = \frac{1}{2} \left[ \left( \frac{\kappa - 3/2}{\kappa - 1/2} k^2 + P_\parallel k^2_\parallel + P_\perp k^2_\perp + \Omega^2 \right) \pm \sqrt{\frac{\kappa - 3/2}{\kappa - 1/2} k^2 + P_\parallel k^2_\parallel + P_\perp k^2_\perp + \Omega^2} \right],
\]

suggesting that two branches occur, \(\omega_+\) and \(\omega_-\), corre-sponding to a fast and a slow electrostatic mode, respectively. In the following, we shall discuss some of the re-sulting limiting cases and their properties, for later refer-ence.

a. **Parallel propagation.** The dispersion relation for parallel-propagating electrostatic waves in a warm magnetized plasma with superthermal electrons can be ob-tained by setting, \(k_y \rightarrow 0\) (thus \(k_x = k\)) in equation (17), as

\[
\omega^2_+(k) = \left( \frac{\kappa - 3/2}{\kappa - 1/2} k^2 + P_\parallel \right) k^2.
\]

Note that neither the magnetic field strength \(\Omega\) nor the ion perpendicular pressure \(P_\perp\) contribute to the above rela-tion. The phase speed (essentially, the sound speed) in the direction parallel to the magnetic field is thus readily obtained as

\[
v_{ph} = \left( \frac{\kappa - 3/2}{\kappa - 1/2} + P_\parallel \right)^{1/2}.
\]

### IV. LARGE ELECTROSTATIC EXCITATIONS

In this section, we shall investigate the existence of large (arbitrary amplitude) solitary waves, in the pres-ence of ion pressure anisotropy, in non-Maxwellian plasmas. In order to obtain a solitary wave solution for

lyzing Eqs.(11-15). The wavenumbers in the directions parallel (perpendicular) to the magnetic field are respec-tively denoted by \(k_x\) \((k_y)\), so that \(k_x^2 + k_y^2 = k^2\). One thus obtains a dispersion relation (DR) linear wave propagation in the form:

\[
1 = \left( \frac{\kappa - 3/2}{\kappa - 1/2} + P_\parallel \right) \frac{k^2}{\omega^2} + \left( \frac{\kappa - 3/2}{\kappa - 1/2} + P_\perp \right) \frac{k^2_\perp}{\omega^2 - \Omega^2}.
\]

One notices immediately the explicit dependence of ion pressure anisotropy on the DR, via \(P_\parallel\) and \(P_\perp\) (recall that these were defined above as \(P_\parallel = \frac{3 \omega_p n_0 T_e}{\pi m_i k_B T_e}\) and \(P_\perp = \frac{\omega_p n_0 T_e}{\pi m_i k_B T_e}\), respectively). Furthermore, the mag-netic field appears through the (cyclotron- to plasma-) frequency ratio \(\Omega\), while the effect of electron superthermality enters into play through \(\kappa\). Equation(s) (16) can be expressed as

\[
\omega_+^2 = \frac{1}{2} \left[ \left( \frac{\kappa - 3/2}{\kappa - 1/2} k^2 + P_\parallel k^2_\parallel + P_\perp k^2_\perp + \Omega^2 \right) \pm \sqrt{\frac{\kappa - 3/2}{\kappa - 1/2} k^2 + P_\parallel k^2_\parallel + P_\perp k^2_\perp + \Omega^2} \right] - 4 \left( \frac{\kappa - 3/2}{\kappa - 1/2} + P_\parallel \right) \Omega^2 k^2_\parallel,
\]

\[
\omega_-^2 = \frac{1}{2} \left[ \left( \frac{\kappa - 3/2}{\kappa - 1/2} k^2 + P_\parallel k^2_\parallel + P_\perp k^2_\perp + \Omega^2 \right) \pm \sqrt{\frac{\kappa - 3/2}{\kappa - 1/2} k^2 + P_\parallel k^2_\parallel + P_\perp k^2_\perp + \Omega^2} \right].
\]

\[
-(M + \alpha v_{ix} + \beta v_{iy}) \frac{dn_{ix}}{d\xi} + \alpha \frac{d\Phi}{d\xi} + \beta n_{ix} \frac{dn_{ix}}{d\xi} = 0, \quad (20)
\]

\[
-(M + \alpha v_{ix} + \beta v_{iy}) \frac{dn_{ix}}{d\xi} + \alpha \frac{d\Phi}{d\xi} + \beta n_{ix} \frac{dn_{ix}}{d\xi} = 0, \quad (21)
\]

\[
-(M + \alpha v_{ix} + \beta v_{iy}) \frac{dn_{iy}}{d\xi} + \beta \frac{d\Phi}{d\xi} - \Omega v_{ix} + \beta P_\perp \frac{1}{n_i} \frac{dn_{iy}}{d\xi} = 0, \quad (22)
\]

\[
-(M + \alpha v_{ix} + \beta v_{iy}) \frac{dn_{iy}}{d\xi} + \beta v_{iy} = 0. \quad (23)
\]

Integrating the above set of Eqs. (20-23) with appro-priate boundary conditions i.e., \(n_i \rightarrow 1\), \(v_{ix,y} \rightarrow 0\) and \(\Phi \rightarrow 0\), at \(\xi \rightarrow \pm \infty\), and adopting the neutrality approx-
imation, viz. \( n_i \approx n_e = n \), we obtain

\[
(\alpha v_x + \beta v_y) = M \left( \frac{n-1}{n} \right),
\]

(24)

\[
v_x = \frac{\alpha}{M} \left\{ -1 + \int nd\Phi + \frac{1}{3} P_\parallel (n^3 - 1) \right\},
\]

(25)

\[
v_y = \frac{M}{\beta} \left( 1 - \frac{1}{n} \right) - \frac{\alpha^2}{M \beta} \left\{ -1 + \int nd\Phi + \frac{1}{3} P_\parallel (n^3 - 1) \right\}.
\]

(26)

For simplicity, we have dropped the subscript \( i \) in writing down the above equations. After a lengthy algebraic manipulation, one can obtain the following relation [33–35]

\[
d^2 S = \frac{d^2}{d\xi^2} \left[ \Phi + \frac{M^2}{2} \left( 1 - \frac{\Phi}{\kappa - 3/2} \right)^{2\kappa - 1} + \frac{\alpha^2}{2} \frac{P_\parallel}{M^2} \left( 1 - \frac{\Phi}{\kappa - 3/2} \right)^{2\kappa + 1} + \beta^2 P_\perp \ln \left( 1 - \frac{\Phi}{\kappa - 3/2} \right)^{-\kappa + 1/2} \right] = F(\Phi),
\]

(27)

where the function \( S \) represents the quantity in the square brackets, and \( F(\Phi) \) is given by

\[
F(\Phi) = \Omega^2 \left[ \left( 1 + \frac{\alpha^2}{M^2} \right) \left( 1 - \frac{\Phi}{\kappa - 3/2} \right)^{-\kappa + 1/2} - 1 - \frac{\alpha^2}{M^2} \left( 1 - \frac{\Phi}{\kappa - 3/2} \right)^{-2\kappa + 2} \right] + \frac{\alpha^2}{3M^2} P_\parallel \left( 1 - \frac{\Phi}{\kappa - 3/2} \right)^{-\kappa + 1/2} \left\{ 1 - \left( 1 - \frac{\Phi}{\kappa - 3/2} \right)^{-3\kappa + 3/2} \right\}. \]

(28)

Multiplying both sides of equation (27) by \( dS/d\xi \) and integrating once, we obtain a pseudo-energy-conservation condition in the form:

\[
\frac{1}{2} \left( \frac{d\Phi}{d\xi} \right)^2 + \Psi(\Phi, M, \kappa, P_\parallel, P_\perp) = 0,
\]

(29)

where

\[
\Psi(\Phi, M, \kappa, P_\parallel, P_\perp) = \Omega^2 \frac{\Psi_1(\Phi, M, \kappa, P_\parallel, P_\perp)}{\Psi_2(\Phi, M, \kappa, P_\parallel, P_\perp)} \]

is a “pseudopotential” function, with \( \Psi_1(\Phi, M, \kappa, P_\parallel, P_\perp) \) and \( \Psi_2(\Phi, M, \kappa, P_\parallel, P_\perp) \) given by:
\[
\Psi_1(\Phi, M, \kappa, P_\parallel, P_\perp) = \left(1 + \frac{\alpha^2}{M^2}\right) \left[1 - \left(1 - \frac{\Phi}{\kappa - 3/2}\right)^{-\kappa + 3/2}\right] - \frac{M^2}{2} \left[1 - \left(1 - \frac{\Phi}{\kappa - 3/2}\right)^{-2\kappa + 1}\right] \\
+ \left[1 - \frac{\alpha^2}{2M^2} \left(\frac{\kappa - 1/2}{\kappa - 3/2}\right) \Phi + (M^2 + \alpha^2) \left[1 - \left(1 - \frac{\Phi}{\kappa - 3/2}\right)^{-\kappa - 1/2}\right] - \frac{\alpha^2}{M^2} \left[1 - \left(1 - \frac{\Phi}{\kappa - 3/2}\right)^{-2\kappa + 3}\right]\right] \\
+ P_\parallel \left\{\frac{\alpha^2}{3M^2} \left[1 - \left(1 - \frac{\Phi}{\kappa - 3/2}\right)^{-\kappa + 3/2}\right] - \frac{\alpha^2}{12M^2} \left(\frac{\kappa - 3/2}{\kappa - 3/4}\right) \left[1 - \left(1 - \frac{\Phi}{\kappa - 3/2}\right)^{-4\kappa + 3}\right]\right\} \\
- \frac{\alpha^2}{3} \left(1 - \frac{\Phi}{\kappa - 3/2}\right) \left[1 - \left(1 - \frac{\Phi}{\kappa - 3/2}\right)^{-3\kappa + 3/2}\right] + \frac{\alpha^2}{9M^2} \left[1 - \left(1 - \frac{\Phi}{\kappa - 3/2}\right)^{-3\kappa + 3/2}\right]\right\} \\
- \frac{\alpha^4}{4M^2} \left[1 - \left(1 - \frac{\Phi}{\kappa - 3/2}\right)^{-6\kappa + 3}\right] + \frac{\alpha^4}{9M^2} \left[1 - \left(1 - \frac{\Phi}{\kappa - 3/2}\right)^{-3\kappa + 3/2}\right]\right\} \\
- \frac{\alpha^4}{18M^2} \left[1 - \left(1 - \frac{\Phi}{\kappa - 3/2}\right)^{-6\kappa + 3}\right] + \frac{\alpha^4}{9M^2} \left[1 - \left(1 - \frac{\Phi}{\kappa - 3/2}\right)^{-3\kappa + 3/2}\right]\right\} \\
+ \frac{\alpha^2}{3M^2} \left\{\left[1 - \left(1 - \frac{\Phi}{\kappa - 3/2}\right)^{-\kappa + 1/2}\right] - \frac{1}{4} \left[1 - \left(1 - \frac{\Phi}{\kappa - 3/2}\right)^{-4\kappa + 2}\right]\right\} \\
\text{and} \\
\Psi_2(\Phi, M, \kappa, P_\parallel, P_\perp) = \left[1 - M^2 \left(\frac{\kappa - 1/2}{\kappa - 3/2}\right) \left(1 - \frac{\Phi}{\kappa - 3/2}\right)^{2\kappa - 2}\right] + \frac{\alpha^2}{M^2} \left[1 - \left(1 - \frac{\Phi}{\kappa - 3/2}\right)^{-2\kappa}\right]\right\} \\
+ P_\perp \beta^2 \left(\frac{\kappa - 1/2}{\kappa - 3/2}\right) \left(1 - \frac{\Phi}{\kappa - 3/2}\right)^{-1\kappa}\right]^2.
\]

The main steps of the tedious derivation of equation (29) are provided in the Appendix.

Equation (29), admits solitary wave solutions, provided that the following requirements are fulfilled:

1. The pseudopotential function \(\Psi(\Phi, M, \kappa, P_\parallel, P_\perp)\) attains a maximum value at the origin, viz. \(\Psi(\Phi = 0) = 0, \frac{\partial \Psi}{\partial \Phi}\big|_{\Phi=0} = 0\) and \(\frac{\partial^2 \Psi}{\partial \Phi^2}\big|_{\Phi=0} < 0;\)

2. A (one, at least) nonzero root occurs, e.g. at \(\Phi = \Phi_m\) (here the subscript ‘\(m\)’ may either stand for ‘\(min\)’ or for ‘\(max\)’), so that \(\Psi(\Phi_m, M) = 0\) holds.

The sign of the root (\(\Phi_m\)) determines the polarity of the potential pulse: if \(\Phi_m < 0\), hence \(\Psi(\Phi)\) is negative in the interval \(0 < \Phi < \Phi_m\); similarly, if \(\Phi_m > 0\), then \(\Psi(\Phi)\) is positive in the interval \(\Phi_m < \Phi < 0\).

In the following, we shall demonstrate the above conditions, analytically and graphically.

V. SOLITON EXISTENCE CONDITIONS

In this section, we will discuss the properties of the Sagdeev-type pseudopotential \(\Psi(\Phi, M, \kappa, P_\parallel, P_\perp)\), in order to determine the existence domain for localized nonlinear structures to occur, in terms of the various relevant parameters.

The local maximum of the function \(\Psi(\Phi, M, \kappa, P_\parallel, P_\perp)\) at the origin (\(\Phi = 0\)) defines the equilibrium state. It is straightforward to show that the conditions \(\Psi(\Phi = 0) = \frac{\partial \Psi}{\partial \Phi}\big|_{\Phi=0} = 0\) hold, based on Eq. (30). Investigating the condition \(\frac{\partial^2 \Psi}{\partial \Phi^2}\big|_{\Phi=0} < 0\), one defines a region of velocity values where nonlinear excitations may exist [38]. Adopting the methodology presented in Refs. 34 and 35, the latter condition takes the form of the requirement:

\[
\frac{d^2 \Psi}{d\xi^2}\big|_{\Phi=0} = \Omega^2 - \frac{M^2}{M^2\left(M^2 - M_1^2\right)} < 0,
\]

with

\[
M_1 = |\alpha| \left(\frac{\kappa - 3/2}{\kappa - 1/2} + P_\parallel\right)^{1/2} \leq 1
\]
and
\[ M_2 = \left( \frac{\kappa - 3/2}{\kappa - 1/2} + \alpha^2 P_\parallel + (1 - \alpha^2) P_\perp \right)^{1/2}. \]  

Equation (31) is satisfied for Mach number values in the interval
\[ M_1 < M < M_2, \]  
i.e.,
\[ \alpha < \frac{M}{M_2} < 1, \]  
with straightforward interpretation, recalling that \( \alpha = \cos \theta \leq 1 \) is defined as a directional cosine. As expected, the expressions for \( M_1 \) and \( M_2 \) recover precisely the results of Refs. 34 and 35 in the limit(s) of cold ion plasma and isotropic plasma, respectively. It is also important to point out here, for rigor, that our results are valid in the long wavelength limit (since the neutrality hypothesis was adopted, rather than Poisson’s equation) and therefore one cannot recover the results by Saini et al [36] in unmagnetized superthermal electron-ion plasma.

A qualitative discussion is in order at this point, for the sake of rigor. First, let us recall that soliton-like pulses predicted via the pseudopotential method [38] are always superacoustic (supersonic), i.e., they propagate at a speed that exceeds the true acoustic speed (for a given plasma configuration) [39], namely here given by Eq. (19). This is a (physically expected) algebraic consequence of the curvature requirement (at the origin), discussed above [39]. Upon inspection of Eq. (32), one might be tempted to argue that the “supersonic soliton” requirement is violated in our case. However, recalling that we are here focusing on oblique pulse propagation (with respect to the direction of the magnetic field), it turns out that the supersonic requirement is precisely expressed as \( M > M_1 \) [cf. Eq. (32)], since \( M_1 \) essentially accounts for the sound speed projection (vector component) in the direction of the magnetic field. Furthermore, it is stressed that this model is valid only for oblique propagation, strictly speaking. In other words, either taking \( \alpha = 1 \), in account of parallel propagation, or setting \( \Omega = 0 \), one does not recover the known Sagdeev-theory based results in the unmagnetized case. The reason for this is that the neutrality hypothesis was adopted herewith, which cannot be satisfied (i.e., is violated) in the parallel propagation model. These apparent contradictions have also briefly been discussed in Ref. 34.

In order to gain some physical intuition in the problem, we have depicted the existence region for solitary waves, that is the area bounded by the lower and upper Mach number limits, \( M_1 \) and \( M_2 \), defined above. In figure 1(a), the Mach number range is depicted versus the superthermality parameter \( \kappa \), for different values of (the obliqueness cosine) \( \alpha \), in the case when ion parallel pressure is great than the ion perpendicular pressure. One can see that both critical values (\( M_1 \) and \( M_2 \)) increases with \( \kappa \), and in fact attain a constant value for high \( \kappa \), as expected (recalling that large \( \kappa \) essentially account for Maxwellian electrons). These asymptotic values clearly depend of the considered value of \( \alpha \). It is evident on the graphs that the lower Mach number (threshold) \( M_1 \) increases with \( \alpha \), while the upper limit \( M_2 \) is practically independent from \( \alpha \). Therefore, the soliton existence range shrinks with larger deviation from the magnetic field direction, while at the same time it shifts towards higher values. Similar results are obtained and depicted in Figure 1(b), in the case when the perpendicular ion pressure is greater than the parallel ion pressure. In Fig. 1(c), we have plotted the Mach number region against the parallel pressure \( P_\parallel \) with different values of the perpendicular ion pressure \( P_\perp \). One sees that the values of both lower and upper Mach numbers increase with the parallel ion pressure for a specific value of \( P_\perp \). Increasing the perpendicular pressure essentially leads to an increase in \( M_2 \). On the other hand, \( M_1 \) does not on \( P_\perp \), as evident from equation 32. In an analogous manner, we have plotted \( M_{1,2} \) against \( P_\perp \) under the effect of the parallel ion pressure in Figure 1(d). Here, both the upper and lower Mach number (critical values) vary with \( P_\parallel \); however, since the lowest Mach number is independent from the ion perpendicular pressure, the curve representing \( M_1 \) (Mach number threshold) versus \( P_\perp \) is horizontal, that is, constant (regardless of the value of \( P_\parallel \)).

VI. PARAMETRIC INVESTIGATION

In this section, we shall investigate the dependence of the pseudopotential function \( \Psi(\Phi) \) on various relevant plasma parameters \( (M, \kappa, P_\parallel, P_\perp, \alpha, \Omega) \).

A. Effect of superthermality

The effect of superthermal electrons on the propagation characteristics of nonlinear ion acoustic waves has been studied by Saini et al [36] and by Sultana et al [34] for unmagnetized and magnetized plasma, respectively. It has been shown that smaller values of the superthermality parameter \( \kappa \) (i.e., larger deviation from Maxwellian equilibrium) enhances solitary waves. Recently, Singh et al [35] confirmed the same qualitative result in the warm ion fluid model. Elaborating on those earlier works, we have investigated the effect of superthermality on the propagation of ion acoustic waves in the presence of ion temperature anisotropy. Our results are in agreement with all known previous works
[34–36] in the appropriate limiting cases. We observe that lower values of $\kappa$ lead to an increase in the amplitude of the soliton, which is more localized in space and also steeper, as shown in Figure 2. Considering weak obliqueness with respect to the direction of the magnetic field (in view of the electrostatic approximation [37]), and tracing the effect of superthermality on the wave dynamics, one notices that the allowed interval is wider, as $P_\parallel$ varies, whereas $P_\perp$ determines a shorter range of values satisfying the boundary conditions; the existence region is therefore less sensitive to changes in the parallel pressure component $P_\parallel$.

**B. Effect of Mach number**

In Figure 3, we have depicted the Sagdeev potential form and the resulting electrostatic potential and electric field (disturbances), for various values of the Mach number $M$, keeping the remaining plasma parameters fixed. One sees in Figure 3 that, as $M$ increases, the amplitude and depth of the pseudopotential well increases, hence structures with large $M$ value (within the region $M_1 < M < M_2$) are taller and sharper. This is in agreement with Ref. 34. Upon simple comparison with Fig. 7 in Ref. 34, one notices a similar behavior, although the predicted pulses (solitons) are now smaller in both amplitude and width: this is due to ion pressure (anisotropy) effect.

**C. Effect of magnetic field**

The effect of the magnetic field on the characteristics of solitary waves can be traced through the (cyclotron-to plasma-) frequency ratio $\Omega$. It is quite evident from Figure 4 that the amplitude of the soliton is independent from $\Omega$, although the depth of the Sagdeev pseudopotential well (but not its root) increases with stronger magnetic field (larger $\Omega$). This means that solitons in stronger magnetic fields are steeper and sharper in form. Another important aspect to recall here is that the soliton existence region (velocity range), as discussed in the previous Section, is essentially independent of $\Omega$.

**D. Effect of Obliqueness**

We have also investigated the effect of the propagation direction (via the angle cosine $\alpha$) on the ion acoustic wave characteristics. It is important to keep the angle small (i.e., the cosine value $\alpha = \cos \theta$ large), in order to preserve the validity of the electrostatic approximation, as argued by Verheest [37]. We found that, for a fixed set of plasma (configurational) parameter and Mach number $M$ values, increasing the value of $\alpha$ leads to a decrease in the soliton amplitude and also in the (depth and root of) the Sagdeev potential form, as shown in Figure 5. This is an expected qualitative result, since the Mach number threshold $M_1$ decreases for larger obliqueness (cf. Figure 1), hence a given $M$ value exceeds $M_1$ even further and hence leads to an increased (since “more supersonic”) pulse amplitude.

**E. Effect of Ion pressure anisotropy**

To demonstrate the effect of pressure anisotropy on the solitary waves, we have drawn the Sagdeev pseudopotential along with the corresponding electrostatic electric field perturbations, for fixed values of the plasma parameters, such that $\kappa = 3, M = 0.7, \alpha = 0.7, P_\perp = 0.01$ and $P_\parallel = 0.03, 0.06, 0.09$: note the green, blue and red curves respectively, in Figure 6. We have found that, upon assuming larger values of $\alpha$ (i.e., 0.7, 0.8, 0.9), the effect of ion pressure $P_\parallel$ is more effective (i.e., a small change in $P_\parallel$ leads to larger changes in $\Psi(\Phi)$); an increase in the parallel pressure $P_\parallel$ thus leads to a decrease in the pulse (soliton) amplitude, as shown in Figure 6. A similar result is obtained for the perpendicular ion pressure. Similarly, in Figure 7, we have considered three different cases, namely, $P_\parallel > P_\perp, P_\parallel < P_\perp$ and $P_\parallel = P_\perp = 0$. We see that the characteristics of ion acoustic pulses are more sensitive to variations of the parallel ion pressure ($P_\parallel$) rather than its perpendicular counterpart ($P_\perp$). Another important feature of Figure 7 is that, in general, the ion thermal pressure reduces both the amplitude and the width of electrostatic pulses.

**VII. CONCLUSIONS**

We have investigated the nonlinear properties of arbitrary amplitude ion-acoustic excitations (solitary waves), propagating in a magnetized plasma characterized by anisotropic ions and by kappa-distributed electrons. In the linear regime, we have obtained two modes, corresponding to the magnetized ion-acoustic and to the ion-cyclotron modes, whose characteristics depend on the (superthermal) electron distribution and on the pressure anisotropy of the ions. In the nonlinear regime, the properties of arbitrary amplitude obliquely propagating ion-acoustic solitary waves were studied via a Sagdeev pseudopotential approach, based on a pseudo-mechanical energy balance analogy.

A parametric analysis has led to a number of qualitative conclusions, which we summarize in the following. First of all, the soliton existence region, in terms of the permitted Mach number values, is delimited by two extreme values, i.e. in the interval $(M_1, M_2)$. This interval reduces in size with smaller values of $\kappa$ (i.e., for a stronger deviation from the Maxwellian state), while a constant (saturation) value is attained at higher $\kappa$ (i.e., for a given value of the directional cosine, expressed via the parameter $\alpha$ in our model. Similarly, the soliton Mach number range decreases with stronger obliqueness (deviation
from the direction parallel to the ambient magnetic field), while at the same time it shifts towards higher values.

Both lower and upper Mach number critical values increase with the parallel (ion) pressure $P_\parallel$, for a specific value of $P_\perp$. The perpendicular (ion) pressure $P_\perp$ only affects the upper Mach number, while the lower Mach number (threshold) $M_1$ is essentially independent of $P_\perp$.

We have observed that by decreasing the superthermality parameter $\kappa$ (i.e. for stronger superthermality, i.e. a stronger deviation from the Maxwellian) the pulse amplitude increases significantly, hence solitary waves are more localized and steeper, due to energetic electrons.

It was also found that, considering faster pulses, i.e. as $M$ increases, both the amplitude and depth of the pseudopotential well increase; therefore, structures with larger $M$ (within the interval $M_1 < M < M_2$) are expected to be taller and sharper (narrower).

The amplitude of the soliton turns out to be independent from the magnetic field (strength), expressed via $\Omega$, which nonetheless affects (increases) the depth of the Sagdeev potential well, which increases with larger $\Omega$. The potential pulse’s shape will therefore depend on the magnetic field (wider for stronger $\Omega$), but not its amplitude.

Finally, the characteristics of electrostatic solitary waves are more sensitive to the parallel (ion) pressure component $P_\parallel$ than to its perpendicular counterpart $P_\perp$.

It may be added, for rigor, that we haven’t considered the actual mechanism of soliton generation, but rather, we have focused on the conditions for their existence instead. It is a standard working hypothesis that nonlinear modes (like pulse solitons, here) occurring in integrable media represent in some sense “normal modes” for the given physical system. If these may exist in certain physical conditions (hence our interest in their conditions for existence), then an amount of energy launched in the plasma, in the form e.g. of a localized lump of electromagnetic energy, or a local disturbance of the electrostatic potential, will evolve into a series of solitons. This scenario, however hypothetical, is corroborated by abundant observations in Space plasmas.

It may be pointed out that we have employed the same physical (plasma-fluid) model in our earlier investigation of electrostatic solitary waves in Ref. 26. The methodology adopted in that study is distinct from the pseudopotential analysis followed herein: as a matter of fact, the Zakharov-Kuznetsov (ZK) perturbative approach employed in Ref. 26 is only valid in the small-amplitude approximation, and for weakly superacoustic pulses. The tedious Sagdeev-type analysis adopted here, relies on the neutrality hypothesis, but is otherwise unrestricted in (arbitrary) pulse amplitude and in the range of values for the velocity. In this sense, the work at hand extends and generalizes the results of Ref. 26.

Our results should provide a good qualitative description of the dynamics of solitary waves, as these are observed in various space and astrophysical environments characterized by strong magnetic fields. This is particularly relevant in the magnetosphere and near Earth magnetosheath [17, 18], where a non-thermal (energetic) electron distribution and ion pressure anisotropy can simultaneously occur [19–21].

**APPENDIX A: DERIVATION OF EQS. (27)-(29)**

We present here the most important steps in deriving the Sagdeev-type potential equation. Substituting Eq. (24) in equation (22) and (23), we have obtained

$$-\frac{M}{n_i} \frac{dv_{iy}}{d\xi} + \beta \frac{d\Phi}{d\xi} - \Omega v_{iy} + \beta P_\perp \frac{1}{n_i} \frac{dn_i}{d\xi} = 0, \quad (A1)$$

$$-\frac{M}{n_i} \frac{dv_{iz}}{d\xi} + \Omega v_{iy} = 0. \quad (A2)$$

Using the value of $v_{iy}$ from Eq. (26) in Eq. (A2), one obtains

$$\frac{dv_{iz}}{d\xi} = -\frac{\alpha^2}{M^2} \left[ n_i \left( 1 - \frac{1}{n_i} \right) - \int n_i d\Phi \right] + \frac{1}{3} P_\parallel n_i \left( n_i^2 - 1 \right). \quad (A3)$$

Differentiating Eq. (A1) w.r.t $\xi$ and using the values $v_{iy}$ and $dv_{iz}/d\xi$, we get

$$\frac{3M^2}{n_i} \left( 1 - \frac{1}{n_i} \right) \left( \frac{dn_i}{d\xi} \right)^2 - \frac{M^2 - \alpha^2 P_\parallel n_i^2 - \beta^2 P_\perp n_i^2}{n_i^3} \left( \frac{d^2n_i}{d\xi^2} \right) + \frac{d^2\Phi}{d\xi^2} = F(\Phi). \quad (A4)$$

Using Eq. (5) one can express the above equation (A4) in terms of the electrostatic potential $\Phi$,

$$\frac{M^2(\kappa - 1/2)}{(\kappa - 3/2)^2} \left( \frac{2}{\kappa - 2} \right) \left( 1 - \frac{\Phi}{\kappa - 3/2} \right)^{2\kappa - 3} \left( \frac{d\Phi}{d\xi} \right)^2$$

$$\frac{M^2(\kappa - 1/2)}{(\kappa - 3/2)^2} \left( 1 - \frac{\Phi}{\kappa - 3/2} \right)^{2\kappa - 2} \left( \frac{d^2\Phi}{d\xi^2} \right)^2$$

$$\frac{\alpha^2 P_\parallel(\kappa - 1/2)}{(\kappa - 3/2)^2} \left( \frac{2}{\kappa - 2} \right) \left( 1 - \frac{\Phi}{\kappa - 3/2} \right)^{-2\kappa - 1} \left( \frac{d^2\Phi}{d\xi^2} \right)^2$$

$$\frac{\alpha^2 P_\parallel(\kappa - 1/2)}{(\kappa - 3/2)^2} \left( 1 - \frac{\Phi}{\kappa - 3/2} \right)^{-2\kappa} \left( \frac{d^2\Phi}{d\xi^2} \right)^2$$

$$\frac{P_\perp \beta^2(\kappa - 1/2)}{(\kappa - 3/2)^2} \left( \frac{2}{\kappa - 2} \right) \left( 1 - \frac{\Phi}{\kappa - 3/2} \right)^{-1} \left( \frac{d^2\Phi}{d\xi^2} \right)^2 + \frac{d^2\Phi}{d\xi^2} = F(\Phi). \quad (A5)$$

Differentiating twice with respect to $\xi$, equation (A5)
above reduces to

\[
\frac{M^2}{2} \frac{d^2}{d\xi^2} \left( 1 - \frac{\Phi}{\kappa - 3/2} \right)^{2\kappa - 1} + \frac{\alpha^2 P_\parallel d^2}{2} \left( 1 - \frac{\Phi}{\kappa - 3/2} \right)^{-2\kappa + 1} + \beta^2 p_\perp (-\kappa + 1/2) \frac{d^2}{d\xi^2} \left[ \ln \left( 1 - \frac{\Phi}{\kappa - 3/2} \right) + \left( \frac{d\Phi}{d\xi} \right)^2 \right] = F(\Phi),
\]

where

\[
S = \left[ \Phi + \frac{M^2}{2} \left( 1 - \frac{\Phi}{\kappa - 3/2} \right)^{2\kappa - 1} + \frac{\alpha^2 P_\parallel}{2} \left( 1 - \frac{\Phi}{\kappa - 3/2} \right)^{-2\kappa + 1} \right] + \beta^2 P_\perp \ln \left( 1 - \frac{\Phi}{\kappa - 3/2} \right)^{-\kappa + 1/2}.
\]

Differentiating \( S \) with respect to \( \xi \) and squaring, we write

\[
\left( \frac{dS}{d\xi} \right)^2 = (G(\Phi))^2 \left( \frac{d\Phi}{d\xi} \right)^2,
\]

where

\[
G(\Phi) = \left[ 1 - M^2 \left( \frac{\kappa - 1/2}{\kappa - 3/2} \right) \left( 1 - \frac{\Phi}{\kappa - 3/2} \right)^{2\kappa - 2} \right] + \frac{\alpha^2 P_\parallel}{2} \left( \frac{\kappa - 1/2}{\kappa - 3/2} \right) \left( 1 - \frac{\Phi}{\kappa - 3/2} \right)^{-2\kappa} + \beta^2 P_\perp \left( \frac{\kappa - 1/2}{\kappa - 3/2} \right) \left( 1 - \frac{\Phi}{\kappa - 3/2} \right)^{-1}.
\]

Multiplying both side of Eq. (A7) by \( \frac{dS}{d\xi} \), we obtain

\[
\frac{d}{d\xi} \left( \frac{1}{2} \left( G(\Phi) \frac{d\Phi}{d\xi} \right)^2 \right) = F(\Phi)G(\Phi) \frac{d\Phi}{d\xi}.
\]

Integrating the latter equation under the boundary conditions, \( \Phi \to 0 \) and \( \frac{d\Phi}{d\xi} \to 0 \) at \( \xi \to \pm \infty \), we obtain equation (29).

[34] S. Sultana, I. Kourakis, N. S. Saini, and M. A. Hellberg, Phys. Plasmas 17, 032310 (2010);
http://dx.doi.org/10.1063/1.3322895.


FIG. 1: (Color online) The critical Mach number values $M_1$ (dashed curves, on top) and $M_2$ (solid curves, at the bottom) are depicted against relevant plasma parameters, namely (top to bottom): (a) the superthermality index $\kappa$ (taking $P_\parallel = 0.01$ and $P_\perp = 0.02$, viz. $P_\parallel < P_\perp$, and $\alpha = 0.7, 0.8, 0.9$: blue, red, green curves, respectively); (b) the superthermality index $\kappa$, with $P_\parallel = 0.02$, $P_\perp = 0.01$ (i.e., $P_\parallel > P_\perp$) and $\alpha = 0.7, 0.8, 0.9$ (blue, red, green curves respectively); (c) the parallel pressure $P_\parallel$, with $\alpha = 0.8, \kappa = 3$ and $P_\perp = 0.2, 0.4, 0.7$ (blue, red, green curves respectively); (d) the perpendicular pressure $P_\perp$, with $\alpha = 0.7, \kappa = 3$ and $P_\parallel = 0.2, 0.4, 0.7$ (blue, red, green curves respectively).
FIG. 2: (Color online) (a) The pseudopotential $\Psi(\Phi)$ is plotted versus $\Phi$ for $M = 0.75$, $P_\parallel = 0.01$, $P_\perp = 0.02$, $\alpha = 0.8$, $\Omega = 0.5$ and $\kappa = 3$ for dot-dashed (green) curve; $\kappa = 4$ for dashed (blue) curve; $\kappa = 5$ for solid (red) curve. (b) The corresponding electrostatic potential (pulse) and (c) the resulting electric field are depicted, for the same values as in the upper frame.
FIG. 3: (Color online) (a) The pseudopotential $\Psi(\Phi)$ is plotted versus $\Phi$ for $\kappa = 3, P_\parallel = 0.01, P_\perp = 0.02, \alpha = 0.8, \Omega = 0.5$ and $M = 0.68$ for dot-dashed (green) curve; $M = 0.7$ for dashed (blue) curve; $M = 0.75$ for solid (red) curve. (b) The corresponding electrostatic potential (pulse) and (c) the resulting electric field are depicted, for the same values as in the upper frame.
FIG. 4: (Color online) (a) The pseudopotential $\Psi(\Phi)$ is plotted versus $\Phi$ for $\kappa = 3, M = 0.75, P_\parallel = 0.01, P_\perp = 0.03, \alpha = 0.8$ and $\Omega = 0.3$ for dot-dashed (green) curve; $\Omega = 0.5$ for dashed (blue) curve; $\Omega = 0.7$ for solid (red) curve. (b) The corresponding electrostatic potential (pulse) and (c) the resulting electric field are depicted, for the same values as in the upper frame.
FIG. 5: (Color online) (a) The pseudopotential $\Psi(\Phi)$ is depicted versus $\Phi$ for $\kappa = 3, M = 0.7, P_\parallel = 0.03, P_\perp = 0.01, \Omega = 0.5$ and: $\alpha = 0.7$ (dot-dashed green curve), $\alpha = 0.75$ (dashed blue curve), $\alpha = 0.8$ (solid red curve). (b) The corresponding electrostatic potential and (c) the resulting electric field are shown.
FIG. 6: (Color online) (a) The pseudopotential $\Psi(\Phi)$ is depicted versus $\Phi$ for $\kappa = 3, M = 0.7, P_\perp = 0.01, \alpha = 0.7, \Omega = 0.3$ and $P_\parallel = 0.03$ (dot-dashed green curve), $P_\parallel = 0.06$ (dashed blue curve); $P_\parallel = 0.09$ (solid red curve). (b) The corresponding electrostatic potential and (c) the resulting electric field are shown.
FIG. 7: (Color online) (a) The pseudopotential $\Psi(\Phi)$ is depicted versus $\Phi$ for $\kappa = 3, M = 0.7, \alpha = 0.7, \Omega = 0.3$ and: $P_\parallel = P_\perp = 0$ (dot-dashed green curve); $P_\parallel = 0.1$ and $P_\perp = 0.02$ (dashed blue curve); $P_\parallel = 0.02$ and $P_\perp = 0.1$ (solid red curve). (b) The corresponding electrostatic potential and (c) the resulting electric field are shown.